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P rior research has generated considerable knowledge on information systems design from
software engineering and user-acceptance perspectives. As organizational processes are
increasingly embedded within information systems, one of the key considerations of many
business processes—organizational incentives—should become an important dimension of
any information systems design and evaluation, which we categorize as the third dimension:
incentive alignment. Incentive issues have become important in many IS areas, including dis-
tributed decision support systems (DSS), knowledge management, and e-business supply
chain coordination. In this paper we outline why incentives are important in each of these
areas and specify requirements for designing incentive-aligned information systems. We iden-
tify and define important unresolved problems along the incentive-alignment dimension of
information systems and present a research agenda to address them.

(Information Systems Design; Incentive Alignment; Distributed Decision Support Systents; Knowledge
Management; Supply Chain Coordination)

across the value chain. Critical to the success of all

1. Introduction

Organizations in the new digital economy face un-
precedented challenges with the rapidity of change in
both the competitive environment and the technology.
To operate effectively, real-time decision making re-
quires inputs from multiple participants with differing
knowledge, skills, and objectives. To better leverage an
organization’s intellectual asset for value generation,

these business activities and initiatives are information
systems designed to meet the challenges of today’s
business.

Given the increasingly important role of information
systems (IS) in organizations, IS-design issues have
been the focus of a substantial amount of IS literature.
Previous research dealt with at least two dimensions

knowledge management has become the center of
many companies’ core competency. And increasingly,
the shift towards e-business demands that organiza-
tions restructure their business models and processes
so that information and products can move smoothly
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in the design and implementation of information sys-
tems to support organizational processes. The software
engineering dimension addresses the challenges of cre-
ating a cost-effective implementation of a system that
is reliable, is easy to modify when users need change,
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and can be upgraded to new hardware platforms. The
user-acceptance dimension is based on the evaluation by
system users in terms of its relevance, usefulness, ease
of use, satisfaction with the outcomes, the ability to
exchange information with other participants, etc.

However, a system that takes into account only prin-
ciples from the above two dimensions will not neces-
sarily lead to a successful organizational outcome. A
personal anecdote illustrates this phenomenon. As
part of its knowledge-management initiative, a big
consulting firm created a new knowledge repository
where consultants could record their knowledge
gained from past experience, so that the knowledge
could be used by their associates facing similar situa-
tions. The organizational objective was to leverage the
consultants” collective knowledge for value genera-
tion. In marketing this knowledge repository, a con-
sultant from this company boasted that by hiring his
firm, a client was hiring not just one consultant, but
rather a network consisting of thousands of consul-
tants who had made their knowledge available in this
knowledge repository. When asked whether he had
contributed his knowledge to the system, the consul-
tant answered that he would have liked to, but that he
had not yet done so because he had been too busy. So,
while the knowledge-repository software may have
qualified as a well-built system from a softwarc engi-
neering perspective, and the users may have perceived
the system to be useful, the system did not lead to a
satistactory organizational outcome because there was
no incentive for consultants to make the effort to input
their individual knowledge into the system’s knowl-
edge repository.

We believe that as organizational processes are in-
creasingly embedded in information systems, one of
the key considerations of many business processes—
organizational incentives—should become the third
dimension of any information systems design and
evaluation. We call this third dimension incentive align-
ment. It addresses the high-level design issues that rec-
ognize the interests and incentives of the users partici-
pating in the process (c.g., users’” own objectives may
differ from the corporate objectives), the differences in
the distribution of information across the users, and
the desirability of the eventual collective choice from
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the organization’s standpoint. There are two funda-
mental, interrelated issues in this dimension. First,
given the organizational process embedded in the informa-
tion system, are organizational incentives in place for users
to use the systein as intended? That is, will the users make
the effort to produce correct information? Will they in-
put the true and accurate information they have? Or
can they gain from distorting information? Second, will
the use of the information system for a business process yield
outcomes that contribute to reaching the organization’s ob-
jectives? Is it robust against information misrepresentation
from its users? Systems can be fault tolerant and easy
to use but may fail to contribute to the organizational
goal. A design methodology is needed that ensures
that the new system and the embedded organizational
process will be aligned with the organizational goals.
Consequently, an information system should be eval-
uated along this dimension as well.

Incentive issues have become important in many IS
areas, among which arc distributed decision support
systems (DSS), knowledge management, and e-business
supply chain coordination. In this paper we outline
why incentives are important in cach of the three areas
and specify requirements for the design of incentive-
aligned information systems. We argue that the collec-
tion of processes that are eventually implemented need
to satisfy the requirements of how it affects the align-
ment of user incentives to organizational objectives.

The rest of the paper is organized as follows. Section
2 provides a background on how the three dimensions
of information systems design relate to each other, and
how the third dimension has been treated in the liter-
ature. Sections 3, 4, and 5 focus on the specific incentive
requirements in distributed DSS, knowledge manage-
ment, and supply chain coordination, respectively.
Section 6 provides a research agenda with research
questions that need to be addressed in designing
incentive-aligned information systems. The last section
concludes the paper.

2. Background

The research on IS design and evaluation is volumi-
nous. For the purpose of illustrating our position, we
classify the attributes that are currently used to evaluate
information systems into two dimensions—although
such classification is by nature an oversimplification.
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The first dimension used to evaluate and design in-
formation systems has its roots in the 1960’s (Naur and
Randell 1969, Buxton and Randell 1970), and the lit-
erature dealing with this dimension is huge (for ex-
ample, Souza 1990, Banker and Kauffman 1991, Henson
and Hughes 1991, Swanson et al. 1991, Subramanian
and Zarnich 1996, Dekleva and Drehmer 1997). We call
it the “software engineering” dimension, because most
issues considered along this dimension are concerned
with the features of the software product itself (Pressman
2000). The quality of a product is measured with re-
spect to (1) whether the software functions correctly
under every possible contingency, (2) whether the sys-
tem can be transported to other platforms, (3) whether
the program code has been well documented in case
the system needs to be updated in the future, (4)
whether the standards of modularity and architectural
design have been adhered to, and (5) whether the
whole development effort has been carried out while
controlling the overall cost. In terms of analyzing the
system’s ergonomic design, user involvement was con-
sidered as well, but the primary focus of this first di-
mension was the design of the software itself.

By contrast, the attributes of the second dimension
take the system user as the focal point. The Technology
Acceptance Model (TAM) (Davis et al. 1989) and the
models of cognitive fit (Vessey and Galletta 1991) and
task/technology fit (Benbasat et al. 1986, Goodhue
1995) are examples of attributes by which systems are
evaluated in the second dimension. The user is central
in these theories, while the models investigate and an-
alyze what system characteristics explain the success
or failure of a new technology adoption from the user
perspective.

Attributes that we classify as the third-dimension
deal with the effect of incentives and rewards on the
system’s outcome. For example, in the TAM model,
frequency of use would be a measure of technology
adoption. In the third dimension, frequency of use
would be complemented by how its use contributes to
the overall organizational goal: If the system is not well
designed, frequency of use might well lead to inferior
outcomes at the organizational level, even if the system
is perceived as being useful by an individual user.
More specifically, third-dimension attributes concern
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incentive alignment, i.e., when the system has embed-
ded features that induce its users to employ the system
in a manner consistent with the design objective, and
hence the organization’s overall goals such as profit-
ability and value generation. In ganice-theoretic terms we
call a system incentive aligned when a user’s dominant
strategy and the preferred user behavior correspond
from an organizational perspective. That is, the agent
can still freely determine his own behavior and use of
the system, but the most rational action, i.e., the action
that is in his best interest, coincides with the action that
benefits the organization most.

Some previous research has discussed issues related
to incentive alignment. For example, DeSanctis and
Poole (1994) use the word spirit to refer to the “general
intent with regard to values and goals underlying a
given set of structural features” of an advanced sys-
tem. The user’s incentive for using the system in a way
consistent with the design objective is called the “faith-
ful” use of the system’s features. In the knowledge-
management literature, Davenport and Prusak (1998)
discuss a “knowledge market” idea whereby users—
especially the knowledge contributors—of a knowledge-
management system have to be provided with incen-
tives for the system to be a success, although a detailed
mechanism and procedure for buying and sclling
knowledge is lacking in their rather conceptual de-
scription. In the enterprise resource planning (ERP)
area, some ERP systems were found to fail when in-
formation required to be entered by members of one
department had to be used by those in another, when
those who entered the data were not responsible for
the outcome that their inputs had on other parts of the
organization (Deckmyn 2000). Recently, the cffect of
incentives on the decision strategy has been investi-
gated for the case of a single decision-maker’s inter-
action with a decision support system (Todd and
Benbasat 1999). There is no discussion on how one user’s
behavior impacts another’s, or how one user could
“game” the system by (mis)representing information
in a certain way.

In short, while the attributes that are part of the third
dimension have been previously alluded to in IS lit-
erature, the treatment has been sporadic. We, there-
fore, call for an exploratory analysis of such attributes
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which describes those attributes explicitly, and devel-
ops a design methodology that expressly evaluates a
system bascd on those attributes. An overview of the
attributes considered in the three dimensions is given
in Table 1.

The more advanced the information technology is,
the more pronounced the importance of the features in
the third dimension becomes. For simple operational
systems, the individual user’s incentives play less of a
role because the role is reduced to a mere clerical task.
For example, transaction-processing systems were one
of the carliest computerized business systems that au-
tomated highly repetitive tasks that tracked business
transactions (Turban et al. 2001). The issue of incentive
alignment is almost nonexistent in these systems: User
involvement is virtually limited to accurate data input
that can casily be verified by a sample audit. As the
information technology becomes more advanced, such
verification controls are no longer in place; e.g., for an-
nual budgeting processes it is common to ask for in-
puts such as demand forecast for products and product
lines, guesstimates of commodity price evolutions, or
extrapolation of cash flows. Such information is often
not verifiable, but may be distorted by self-interested
information contributors who want to influence the de-
cision process.

An example may clarify this. A distributed decision
support system to help decide on oil drilling projects
was developed and implemented in dozens of o0il ex-
ploration companies (Hightower et al. 1997). The sys-
tem required inputs from several exploration manag-
ers and engineers about probability distributions of oil

Table 1

and gas reserves, as well as drilling and development
costs of the oil rigs for the projects they propose. The
system then selected a portfolio of promising drilling
projects so that the risk exposure to the entire firm was
minimized, honoring the budget constraint for explo-
ration capital. Because the likelihood of getting a drill-
ing project funded increases when the reserve “esti-
mates” are higher, and the drilling and development
costs were lower, the system would typically select
projects with an expected return of investment of over
35%. Often times, after implementing the decision it
was hard to obtain return on investment figures about
half that high. Exploration managers always tried to
explain this discrepancy as the result of random real-
ization of nature, meaning that “less than expected”
oil and gas reserves were discovered. Although this
explanation is valid for one individual situation, on an
aggregate level (it was observed for every company, in
other words more than a hundred projects were sam-
pled), it is probabilistically extremely unlikely that the
randomness is to blame for every discrepancy in this
sample. A more likely explanation is that exploration
managers were inflating their estimates so as to get
their project funded; managers who submitted more
reliable (and hence lower) estimates would have been
penalized by not getting any funding (Hightower
1998).

More and more, such advanced information systems
are developed where inputs are required from several
users, and the combined outcome will be used as the
basis to make decisions that often have enterprisewide
consequences. Please note that we do not necessarily

The Three Dimensions for Information Systems Design and Their Attributes

Second Dimension
Technology Acceptance

First Dimension
Software Engineering

Third Dimension
Incentive Alignment

« Error-free software » User friendliness

» Documentation  User acceptance

« Portability » Perceived ease-of-use .
» Modularity & Architecture - Perceived usefulness .
» Development cost » User satisfaction

« Maintenance cost » Cognitive fit

« Speed + Task/technology fit

« Robustness

« Incentives influencing user behavior and the user’s interaction with the system
» Deterrence of use for personal gain

Use consistent with organizational goal

Robustness against information misrepresentation
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assume that users are malevolent, because users may not
be aware of their own biases. Incentive-alignment
questions arise in situations where the contributions of
multiple users are required, where the information
provided is not easily verifiable, and where their per-
sonal goals may affect their information representation.

Principal-agent problems in the economics literature
(Dasgupta et al. 1979, Holmstrom 1982, Myerson 1979)
bear some resemblance to the issues of incentive align-
ment in information systems. However, whereas the
literature on principal-agent problems primarily deals
with monitoring agent’s efforts and avoiding infor-
mation hiding or misrepresentation from the agents, it
assumes that the information is available to the agent
in the first place. Principal-agent theories study the de-
sign of an “optimal contract” that links user’s behavior
and efforts to rewards. In an information system we
are more concerned with giving users the correct in-
centives to first create or compile information (e.g., fig-
ures for demand estimates of a certain product line or
region), which entails a cost for the user as an expense
of time and effort. Moreover, the user’s information
will be used as inputs (e.g., demand forecast of a prod-
uct) to a decision-making procedure whose outcome
will then have repercussions on the user (e.g., alloca-
tion of a certain advertising budget to promote the
sales of that product). The relationship between inputs
submitted and the future impact on the user therefore
cannot be explicitly determined and, in many cases,
also depends on the inputs of other users.

These issues are especially pertinent in distributed
decision support systems (DSS), knowledge manage-
ment, and e-business supply chain coordination,
which are the focus of the rest of this paper. We will
identify and discuss the incentive-alignment issues in
each of the three areas and propose research strategies
to address them.

3. Distributed Decision Support
Systems

Group support systems (GSS) are the most widely
studied tool for collective decision making, and are the
first technology to come to mind when implementing
distributed DSS in decentralized organizations. As a

INFORMATTION SYSTEMS RESEARCH
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primary information-technology tool in support of or-
ganizational decision making, GSS have been studied
extensively by the IS community (Benbasat and Lim
1993) from social, behavioral, and technological
perspectives.

3.1. Current State

The literature has investigated issues in the first and
second dimensions, such as end-user satisfaction, me-
dia choices, decision satisfaction, and usefulness of
various technology features (Burk and Aytes 1998,
Davey and Olson 1998, Dennis and Valacich 1994, Ellis
et al. 1990, Gallupe et al. 1988, McGrath and Arrow
1996, Todd and Benbasat 1999, Fjermestad and Hiltz
2000, to cite a few). The effectiveness of these systems
is mostly evaluated by measures such as the number
of critical comments made and ideas generated; mca-
sures which do not necessarily reflect the quality of the
decisions.

Among the many features a GSS can implement, the
voting mechanism demonstrates most clearly the ram-
ifications of user incentives. A voting mechanism al-
lows users to vote on a set of alternatives. The votes
originate locally, based on the decentralized knowl-
edge available to the user, and the vote-tallying pro-
cess can be seen as the decision coordination function of
the IS. Because the voters will be impacted by the final
outcome, there is an incentive to cast a vote so as to
influence the final choice for one’s self-interest.

Different voting mechanisms exist, but all of them
are, to a certain degree, prone to the phenomenon of
voting according to one’s self-interest, which was first
discovered by Condorcet (1785), and whose implica-
tions for GSS design have been described by Gavish
and Gerdes (1997). For example, an individual who
thinks his or her choice has little chance of being
elected may instead cast a vote for a less-preferred al-
ternative. Where others act in a similar fashion, the
outcome of the system may display paradoxical be-
havior, so that alternatives that would have been pre-
ferred by a majority of the voters may not be the final
outcome of the process. It is an open question in the
voting literature whether voting mechanisms exist that
are not prone to such behavior: Every system known
at present is susceptible to strategic misrepresentation,
where voters cast votes for less-preferred alternatives.
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Another problem with the current implementation
of voting mechanisms in GSS is how one distills a final
outcome that is agreeable to most of the participants.
If consensus' among the group members is the final
goal, empirical cevidence has shown that individual
preference orderings do not necessarily converge to
one group-preference ordering after many iterations of
interaction and evaluation among the participants
(Chen ct al. 1994, Briggs et al. 1998). Theoretically, it
has been established that a social-preference ordering,
given the participants” individual preference rankings,
does not always exist (Arrow 1963).

3.2. Research Challenges

To summarize the current state of distributed DSS re-
search, we believe that while the above research has
laid the groundwork for IT-supported coordination
systems, there is still a major gap in the literature:
There is no objective measure of the quality of deci-
sions made using GSS (Fjermestad and Hiltz 1998).
Very rarely would the system be measured based on
the potential overall (economic) outcomes of the deci-
sions on the organizational level, and the issues of in-
centive alignment arc largely absent. Voting mecha-
nisms have some initial appeal for implementing
decentralized decision support systems, but present
voting systems lack the capability of incentive align-
ment. Therefore, more research is needed to develop
systems that score better in this dimension: The com-
putational power provided by DSSs has gone unused
in present systems, so it remains a promising direction
to design new mechanisms that, at the expense of com-
putation and increased complexity, obey the require-
ments of incentive alignment.

One of the main challenges in accomplishing this
task in a distributed organizational environment is
when the decisions are made based on local informa-
tion not available to the headquarters. How does one
collect accurate and trustworthy information dispersed
throughout the organization to make sound decisions that
impact several divisions? If information is processed locally,
how do we ensure that the information that is transmitted
to make organizationwide decisions isn't distorted? This
distortion can be intentional in cases where the local
divisions have an interest in impacting decisions a

'Consensus is just a special type of voting mechanism in which the

one alternative that has all users” unequivocal votes is chosen.
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certain way; or it can be unintentional, when the local
divisions have a certain bias that they are not aware
of, i.e., when they may be naturally inclined to over-
value the contribution of their division to the organi-
zational performance. Decentralized decision author-
ity supported by distributed information systems is the
rule rather than the exception in today’s organizations.
Combining local information while making sure that
it forms a sound basis for making global decisions
brings to light the importance of incentive alignment.
Information systems that provide support for strategic
companywide decisions should have mechanisms to
ensure incentive alignment.

4. Knowledge Management

The management of intellectual capital has become a
commonly cited source of competitive advantage. Not
surprisingly, a wide range of companies have launched
IT-based knowledge-management initiatives to help
employees share their best ideas and management
practices. IS/IT has made it possible to codify, store,
and share knowledge more easily than ever before.

4.1. Current State
Literature on knowledge management has identified
some key steps in any knowledge-management initia-
tive, among which is knowledge sharing (Davenport
and Prusak 1998, Hansen et al. 1999, Garvin 1997).
How to achieve effective knowledge sharing within or-
ganizations and in society has been a focus of research
in the organizational literature as well as in economics.
In fact, a decade ago, IS researchers had alrcady dis-
covered the difficulties of knowledge acquisition when
implementing expert or knowledge-based systems
(Byrd 1992). Knowledge engincers faced the problem
of how to get an expert to state and explicitly express
his knowledge. In today’s knowledge-management
systems, knowledge acquisition and sharing, instead
of being done by knowledge engineers, rely on knowl-
edge possessors’ effort. The effect of incentives on the
knowledge possessor’s behavior regarding knowledge
sharing is therefore more pronounced.
Organizational concerns are about achieving sharing
through social exchange so that effective use is
made of accumulated knowledge. We briefly review
the knowledge-sharing literature and analyze the
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knowledge-sharing phenomenon from an incentive
point of view.

There are various reasons why people or organiza-
tions would share or exchange knowledge with others.
Some factors are tangible. For example, when a com-
pany buys knowledge from outside, the company fre-
quently pays with cash. But within an organization,
the terms of exchange are often intangible and the mo-
tivations vary. The motivation could simply be one of
goodwill—one theory put forth looks at the phenom-
enon from a social-exchange perspective in which peo-
ple share knowledge because of their altruistic pref-
erences (Constant et al. 1994, Palfrey and Prisbrey
1997). This theory posits that individuals wish for good
outcomes not only for themselves, but also for other
employees or for the organization more generally
(O'Reilly and Chatman 1986), that they share knowl-
edge because they feel a commitment to the organi-
zation, and that employees believe that knowledge
sharing could improve organizational efficiency, learn-
ing, innovation, and flexibility. In short, individuals
help others whether or not they get anything in return.
The development of the Linux operating system has
come about by programmers who contributed their
code to the Linux project without directly expecting
anything in return (Tapscott et al. 1999).

In slight contrast, other authors believe that another
primary motivation for knowledge sharing is from the
reputation the sharing behavior generates (Davenport
and Prusak 1998). A knowledge possessor wants to
show off, and wants others to know that he is a knowl-
edgeable person with valuable expertise. Although
reputation is itself an intangible concept, one’s repu-
tation can result in tangible benefits such as job secu-
rity and promotion.

Still, obstacles to knowledge sharing abound. It has
been recognized that knowledge altruism may be con-
strained by increasing demands on the time and en-
ergy of employees, or that it may not be part of many
companies’ culture (Davenport and Prusak 1998),
therefore it does not cultivate knowledge sharing in a
systematic way. Orlikowski (2000) observed a situation
in which consultants avoided their knowledge-
contribution effort because many consultants did not
see using the knowledge-sharing technology “as an ac-
tivity that could be billed to clients, they were unwilling

INFORMATION SYSTEMS RESEARCIH
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to spend time Jearning or using it, as this would have
required them to incur ‘nonchargeable hours” or to
give up some of their personal time.” In addition, cm-
ployees normally regard tailored knowledge as power,
which they naturally may not readily share because
they feel that giving up valuable information would
threaten their status within the organization. There-
fore, although the information technology was de-
ployed very rapidly, anticipated benefits were realized
much more slowly. Key to the reluctance to use the
knowledge-management technology for knowledge
sharing was a perceived incompatibility between the
collaborative nature of the technology and the individ-
ualistic and competitive nature of the organization
(Orlikowski 2000, Orlikowski and Hoffman 1997). Al-
liances where public goods are voluntarily created by
members who have a shared goal are based on gift
economies (Tapscott et al. 1999, Kollock 1999), which
assume that members are noncompeting, have a com-
mon goal, and in which the resources being exchanged
are characterized by abundance, rather than scarcity.
Hence, it is extremely unlikely that in organizations
with competing members, gift economies would be the
driving force for the exchange of information.

In summary, knowledge sharing is both constrained
and difficult without proper and necessary incentives
for doing so. Economic and monetary incentives
should be explored in a knowledge-sharing context
where, for example, people may be willing to give
away certain knowledge when they perceive value in
return for having done so. Without providing incen-
tives for individuals to share knowledge, organiza-
tions face another knowledge management problem:
that of what knowledge to create in the first place. How
do we know what we already know? How do we iden-
tify the desired knowledge proactively, before it is in
its finished form? Oftentimes, because of individuals’
unwillingness to share, organizations may end up rein-
venting the wheel: creating knowledge that already ex-
ists in the organization but remains unshared.

4.2. Research Challenges

One of the solutions proposed to encourage knowl-
edge sharing is the knowledge-market idea. In their
1998 book, Davenport and Prusak articulate why the
market idea is suitable for organizational knowledge
sharing and list the benefits of knowledge markets. In
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their vision, a knowledge market is where buyers and
scllers of knowledge negotiate a mutually satisfactory
price for the knowledge exchanged. The perceived
gain from the market exchange of knowledge serves
as an incentive for the knowledge possessor to share
knowledge. Three factors are at work as the gain: rec-
iprocity, repute, and altruism. Yet these factors do not
lend themselves to price theory; the challenge is, there-
fore, to quantify these factors into monetary value so
that a benefit can be assigned to and by the whole
organization.

However, were some monetary value to be assigned
to the exchange of knowledge, then the knowledge
market would essentially be turned into a private-
goods market. A complicating factor arises in that
knowledge has the characteristics of a public good, 1.e.,
it is nondepletable (Arrow 1962, Mas-Colell 1995,
Radner 1986, Adler 2001). Once knowledge is created,
it can be freely disseminated to or shared by everybody
in the organization. Consumption of such a non-
depletable good by one employee does not preclude
its consumption by anyone else. Economic theory
teaches us that in this case the whole organization
would then suffer because treating a public good as a
private good leads to under-provision of knowledge
(Samuelson 1954)—an outcome which would defeat
the very purpose of knowledge management.

From the organization’s standpoint, withholding
knowledge from certain individuals will rarely be op-
timal. Facilitating the accessibility of knowledge to ev-
eryone in an organization requires treating knowledge
as a public good within the organization. The chal-
lenge then arises: How does this comport to market
theory?

The difficulty of taking knowledge as a public good
to a market situation is the inherent free-rider problem,
Le., the provision of public goods generates an exter-
nality—if one individual provides a unit of a public
good, all individuals benefit. That is, once the knowl-
edge possessor is compensated for sharing the knowl-
edge, then everyone else in the organization can gain
access to it, which leads to a situation where potential
knowledge buyers will understate their true valuation
of knowledge, hoping that they can use it without con-
tributing much to its sharing. The potential for under-
contribution to a public good is particularly clear when
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contributions are voluntary (viewers of PBS will im-
mediately recognize the problem). In this situation, a
traditional information system to facilitate knowledge
management-—particularly knowledge sharing—will
most likely fail to elicit employees’ true opinion of the
importance of each piece of knowledge and how to
maximize the total value of the knowledge in the
organization.

To deal with the free-rider problem associated with
nonexcludable goods, there has to be an incentive-
aligned mechanism that prompts people to reveal their
true valuation of knowledge. It was commonly be-
lieved, prior to the seminal papers of Clarke (1971) and
Groves (1973), that in economies with public goods it
would be impossible to devise a decentralized process
that would allocate resources efficiently because each
participant would have an incentive to “free ride” on
others” provision of those goods to reduce their own
share of providing them. There is, therefore, a system-
atic bias to underreport valuations if the mechanism
requires people to contribute according to their re-
ported valuation. Clarke and Groves recognized that
the difficulty in providing a valuation for a public
good is that there is no incentive to submit bids equal
to their marginal valuation. Accordingly, they pro-
posed an incentive-aligned economic method in which
truth telling becomes a dominant strategy for the mar-
ket participants.

The results of the Groves-Clarke mechanism shed
light on how an internal market for knowledge man-
agement might be created (Ba et al. 2000). The key re-
search questions are: What are the necessary market con-
ditions? To what extent does the introduction of the
knowledge market attract buyers and sellers? What is the
price system for knowledge? How accurate is the value of
knowledge, as reflected in the market price, compared to its
actual value realized ex post? How should such a knowledge
market be implemented with IT? To what extent does the
social aspect of knowledge sharing interact with the
economic-market approach? How should the interaction be
reflected in the design of the system? Does more knowledge
get shared in such a market-oriented IT system as opposed
to a traditional implementation of a knowledge management
system?

The incentive issue has gained attention lately.
Many experts believe that people who are rewarded
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for sharing do more of it, and that incentive systems
in a knowledge-management cffort are essential to cre-
ating a culture in which knowledge sharing is the norm
(Szulanski 1996). It is our belief that simply building
knowledge management systems from the software
engineering and user acceptance perspectives is not
enough; incentive issues need to be built into the sys-
tem so that its effective use and a desirable outcome are
guaranteed. Economic findings need to be factored into
the design of knowledge management technologies.

5. E-Business Supply Chain
Coordination

A global supply chain organization is made up of a
worldwide network of suppliers, manufacturing fa-
cilities, warehouses, distribution centers, and trans-
portation systems, which transform raw materials into
final products and delivers them to millions of con-
sumers. The challenge of coordinating global supply
chains within global organizations has become increas-
ingly important in recent years. Information technol-
ogy (IT), especially the recent explosive growth of the
Internet and electronic commerce, is having a pro-
found impact on how supply chain coordination is
done. In this paper, we focus on the information aspect
of supply chain coordination.

5.1. Current State
Supply chain management deals with networks of sup-
pliers and channels of distribution. E-businesses are
now providing value through the power of informa-
tion networks while redefining, and sometimes even
eliminating, activities in the physical network. Supply-
and-demand auctions, collaborative product design,
and cross-enterprise workflow processes are examples
of how the information network—and e-business—is
reshaping the physical network (Cross 2000).
Traditionally, the distortion of information in the
global supply chain has been a major obstacle in the
process. Information with regard to supply and de-
mand of products and resources is not readily avail-
able to the concerned agents, resulting in mismatches
between demand and supply and inefficient usage of
resources. Many companies have experienced failed
attempts to reduce information distortion in supply
chains.

INFORMATION SYSTEMS RESEARCH
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Changes in supply chain operations usually involve
applications of information technology. Information
technology, particularly the Internet, is supposed to
significantly reduce the information-distortion prob-
lem. The Internet enables fast and cheap processing
and storage of information, as well as the exchange of
information among multiple agents. Many IT-based
supply chain improvement efforts, however, have
failed to achieve anticipated benefits because they have
failed to recognize how incentives play a role in the
business partnerships across the supply chain—some-
times players resist supply chain improvement
changes or withhold information because they recog-
nize that they might actually suffer from operating
changes that will benefit the supply chain overall
(Narayanan and Raman 2000).

A significant problem for global organizations re-
quiring supply chain coordination among multiple
units is that the goals of individual divisions are not
always aligned with the overall goal of the organiza-
tion. Too often the myopic behavior of individual
agents may benefit the agents, but hurt the overall or-
ganization. If, for example, agents are evaluated based
on individual performance, and there is no mechanism
within the organization for the exchange of corporate
resources, agents will likely want to possess or control
resources in direct proportion to assurances of individ-
ual gains. But this may cause resource-shortage prob-
lems for other agents who are producing high-profit-
margin products. In this case, the behavior of self-
interested agents is not aligned with the designed or-
ganization goal.

To illustrate this point, suppose a multidivision,
multiproduct firm allocates its logistics capabilities
(transportation, warehousc space, etc.) among the vari-
ous divisions. We will consider the warehouse-
scheduling problem, where warehouse space has to be
allocated among three autonomous units, cach with a
separate product line. Each unit has its own decision
process incorporating its local considerations, prefer-
ences, and objectives, and the unit is rewarded as a
profit center. Assume their preferences are super-
additive, i.e., there is complementarity. The comple-
mentarities may arise from the fact that if warehouse
space is obtained in Location A for Product X, then it
is worth more to the unit to have Location A also store
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Product Y (because, for example, most of the orders
are for X and Y together). There are often conflicting
interests over shared resources: In this case, other units
may want to acquire storage space in the warchouse
at Location A also. It is common sense to allocate the
warchouse space to those products which are “most
valuable,” but this intuitive concept is not always easy
to operationalize. Divisions that compete to have their
products stored in Location A may well have an in-
centive to inflate the value of their respective products
$0 as to guarantee they will be stored there. Therefore,
when asking for local cost and value information to
make the companywide allocation decisions, the infor-
mation will be distorted, and hence the overall deci-
sion invalid.

Although the supply chain coordination may be IT-
enabled and information sharing across the supply
chain has become much easier, critical questions still
remain to be asked: What information gets shared? Is
the information truthful? Is there still hidden infor-
mation across the supply chain—hidden not because
of the inability to share but because of the unwilling-
ness to share? More importantly, how can advanced IT
contribute to designing an incentive-aligned supply chain
coordination system, so that the outcome serves the overall
organizational goal?

5.2. Research Challenges

One solution proposed to address the incentive-
alignment problem in the supply chain has been the
introduction of a market mechanism where the storage
space in Location A will be sold to the highest bidders
so that the divisions utilizing Location A are required
to rent the warehouse space. This price mechanism is
designed to minimize the problem of value inflation
by the divisional units that want to use the warehouse.
However, when the firm is operated as a collection of
independent profit centers, economics tells us that po-
tential problems exist—if cach profit center is allowed
to set its own prices for the goods or services it pro-
vides, the quantities of the final goods and services
produced by the firm are very rarely optimal (e.g.,
Jensen 1998). Some authors (e.g., Jensen) suggest that
the headquarters set the transfer prices between the
divisions. But that approach has difficulties as well:
The firm has been divisionalized because the head-
quarters do not have accurate information about all
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aspects—such as cost and demand figures—of the
goods being produced by the divisions. Therefore, it is
not realistic to assume that the hecadquarters then have
the knowledge to determine what this good or service
is worth within the internal economy of their firm.

Fortunately, the advent of electronic commerce
presents opportunities for exploring new forms of
organizational-coordination mechanisms that can be
used to provide IT support in market organizations. For
example, the computational power provided by net-
work servers comes for free and has not been exploited
so far (Bayers 2000). With more and more companies
implementing electronic-commerce solutions, the pos-
sibility of introducing more computations in market-
clearing mechanisms opens a new door to market-based
applications in situations that were previously thought
to have to be coordinated only by hierarchical meth-
ods—even by the most fervent proponents of the mar-
ket organizations—such as organizational-resource al-
location when complementarities are present.

One of the recent research efforts in this direction is
the bundle-auction mechanism designed by Fan et al.
(1999) and later extended for the supply chain case
(Fan et al. 2001). Their method allows the organiza-
tional units to demand a combination of warehouses
and/or transportation capacity with a single-bid price,
and the headquarters allocates the warehouse space so
as to maximize the organization’s benefit. The decen-
tralized mechanism is implemented with the head-
quarters just acting as a market maker. Each unit re-
sponds with a bid for resources based on its own
managerial objective, and a bid can be in “bundled
form,” i.e., it may specify one price for a whole com-
bination or “bundle” of resources. For example, unit 1
may demand space at Warehouse A for Product X and
Product Y at the price of b,(X, ¥). The headquarters
collects all the bids and tries to maximize the value of
the warehouses at the bid prices received from the
units, subject to the limitation of available resource to-
tals. The competition between different units will in-
duce them to state the correct cost/value information,
or their best estimate thereof. In Fan et al. (2001) it is
proved how this system satisfies the requirements of
incentive alignment: No party can be better off by mis-
representing the (private) information they have avail-
able—thus reducing information distortion in the sup-
ply chain; and the headquarters, by playing the role of
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market maker maximizing his profit, allocates the
warehouse space in a manner that contributes to max-
imizing firm profit.

What is also noteworthy about this market mecha-
nism is that it takes advantage of the computational
power provided by the information system (unlike the
more traditional “manual” markets where very little
computation is required), making this auction mecha-
nism a feasible real-time procedure for supply chain
coordination.

We believe that market-based supply chain coordi-
nation can be run efficiently with the proper informa-
tion systems support. The abovementioned research is
only the first attempt towards this direction. To
achieve results that could be interpreted as being in-
centive aligned, many assumptions were made, in-
cluding ones bearing on the number of agents com-
peting for supply chain resources and the infinite
divisibility of available resources. There are still sev-
eral challenging research issues that need to be faced:
(1) How does one design an economic mechanism that allows
divisions to trade goods andfor services amongst them-
selves? Can such a market-oriented system still be imple-
mented when only a small number of agents are involved?
(2) How can we measure whether the actual behavior in such
a system is consistent with the theoretical prediction? (3)
What are the properties of an information system that sup-
port the management of such a firm? This third question
has so far been largely ignored by economists; how-
ever, no system can be operationalized without explic-
itly considering the interaction between the economic
principles of the system and their informational re-
quirements. For example, economists sometimes are
satisfied with demonstrating that “an equilibrium
(properly defined) exists,” but they fail to show how it
is attained, and at times even ignore whether the com-
putational requirements are feasible or not in practice.
In short, an operational economic mechanism should
explicitly address information systems issues, such as
conputational feasibility and infornation requircinents.

6. Incentive Alignment: A Research
Agenda

We have so far argued the case for incentive alignment
by focusing on three important IS areas, illustrating

INFORMATION SYSTEMS RESEARCH
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both how incentives play a role and what research
challenges exist in designing incentive-aligned sys-
tems. Summarizing the above discussion, the follow-
ing issues, from the practitioner’s perspective, nced to
be addressed when designing an incentive-aligned in-
formation system:

1. What is the nature of the information system to
be designed? What is the goal of the system? What type
of information will be captured, and how is it going to
be used or processed in the information system? Who
will provide the information? Who will benefit from
its use?

2. What is the most appropriate mix of design par-
adigms? Is user behavior mainly driven by economic
incentives, or by social incentives? What is the rela-
tionship between the incentives and the expected
behavior?

3. Is there a mechanism that induces the appropriate
user behavior, while distilling an outcome that con-
tributes to the organizational goal, thus achieving in-
centive alignment?

4. What are the attributes that we can use to mea-
sure incentive alignment of the system?

To answer the above questions, we present in Figure
1 a general framework that helps establish a research
agenda for designing incentive-aligned information
systems.

Figure 1 shows which factors can be influenced by

Figure 1 Information Systems Design Framework for Incentive

Alignment
Organizational
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Design Objectives
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the information systems designer (square boxes) and
which theories or disciplines (rounded boxes) might
be relevant to explain the relationship between user
behavior, the system’s objectives, and the overall out-
come. The factors within the ovals are exogenous vari-
ables not under the control of the systems designer,
such as the organizational-incentive structure and or-
ganizational objectives.2 An arrow from A to B in Fig-
urce 1 means that A (partially) explains B.

Central to our view is the dialectical relationship—
represented by the two arrows in the opposite direc-
tions—between user behavior and the mechanism in-
corporated in the information system. On the one
hand, the rules embedded in the system affect the
user’s behavior; on the other hand, the system is
planned as a function of what behavior might be an-
ticipated, and is ultimately designed to induce behav-
ior in line with the system’s and organization’s objec-
tives, hence the arrows in both directions. The user’s
behavior, apart from being affected by the rules incor-
porated in the system, is furthermore determined by
the organizational-incentive structure. Pertinent be-
havioral theories from various disciplines such as psy-
chology, sociology, economics, etc., allow us to antic-
ipate and explain certain user behavior in light of the
rules and procedures implemented in the system and
the rewards given by the organization for this behav-
ior. This anticipaled user behavior, logether with the
organizational goals and objectives, affects the design
choice of the mechanism in the information system.
From this general framework, we raise the following
research questions.

Design Models.
els of information system design that incorporate all
three dimensions (i.e., software engineering, technol-
ogy acceptance, and incentive alignment) as design ob-
jectives? How should existing models be modified to
reflect the incentive-alignment requirements?

What are the most effective mod-

Research Theories. How do theories from other
disciplines, such as psychology, economics, and politi-
cal science affect the design of incentive-aligned infor-
mation systems? What is the appropriate theoretical

*We omitted a double arrow between organizational-incentive struc-
ture and organizational objectives because this relationship is not
under the control of the designer and can thus be considered as fixed.
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mix? For example, there is a rich body of literature on
mechanism design in cconomics which looks at incen-
tive issues from a bounded rationality perspective
(e.g., Ledyard 1989, Myerson 1989). The theory of or-
ganizational altruism in psychology assumes individ-
uals have a moral commitment to the organization
(e.g., Brief and Motowidlo 1986, Organ 1988). To what
extent do these theories apply to designing incentive-
aligned information systems? The study of such topics
may shed light on how to resolve incentive-alignment
issues in information systems design and may funda-
mentally change the underlying assumptions of an in-
formation system.,

Design Tools. What arce the appropriate tools to
deploy for a system to mect the incentive-alignment
requirements? Are traditional tools such as voting
mechanisms still applicable under such requirement?
Would market mechanisms fare better? Under what
conditions is a market mechanism applicable in an in-
ternal organizational environment?

Theoretical Results. How do we validate the re-
sults of the theoretical design? How do we test that
this theoretical behavior js followed in practice?

Measurement Metrics. How do we test the out-
come of such an information system? How do we test
whether the design objectives are met? What attributes
(e.g., degree of information distortion, degree of di-
vergence of actual use from expected use) can we test,
and what are the appropriate metrics?

As a first step towards designing an incentive-
aligned information system, Ba et al. (2000) describe
the theoretical design of a mechanism that can be im-
plemented as a distributed decision support system to
select investments in knowledge projects within an or-
ganization. The main organizational objective is to max-
imize the return on its investments in knowledge. The
research theory that makes up the underlying assump-
tion of the mechanism is that decision makers are
driven by economic incentives. They have local infor-
mation about the expected value of the knowledge and
have control over local budgets. Considering that
knowledge is a (local) public good within the organi-
zation, user behavior would be affected in that self-
interested economic agents have an incentive to un-
derstate their true valuations of a knowledge project.
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A robust mechanism is therefore needed to prevent
misrepresenting information about knowledge valu-
ation (design objective). That is, a rational economic
agent’s dominant strategy should be to accurately de-
rive and submit his true valuation. Submitting a valu-
ation higher than the true will expose the agent to the
risk that he will have to pay more for the knowledge
than it is worth to him, submitting a valuation lower
than the true one may result in the knowledge not be-
ing provided. As a design tool, a market mechanism,
specifically, a double-auction bundle market, is used
to collect and process individual valuation information
for knowledge projects. The calculation of each agent’s
payment is the crucial point in this mechanism: The
payment is guaranteed to be less than the valuation,
and is dependent on the valuations submitted by other
agents (and therefore one agent cannot individually
influence the exact amount he will have to pay for ac-
quiring the knowledge). The theoretical results indicate
that the system is incentive aligned: Agents have the
right incentives to derive and state accurate inputs,
and the system selects the projects that maximize the
organization’s return on investment.

7. Summary and Conclusions

We have identified a dimension that so far has not re-
ceived enough attention in the information systems de-
sign literature: incentive alignment. The requirements
of incentive alignment state that for an information
system to be correctly designed, it should embody the
right incentives, so that users have no incentive to
cheat the system or can never be better off by distorting
information. The role of incentive alignment in orga-
nization management and design is becoming more
important as decentralized organizations opt for dis-
tributed information systems. As information systems
are used for more advanced tasks, these tasks often-
times require information that is difficult to verify.
Moreover, when uscrs are affected by decisions based
upon the information they provide, there is the danger
that they will try to influence the decision to their ben-
efit by misrepresenting their information. IS design
should be aware of such threats, and more impor-
tantly, the methods and procedures that support the
decision making should be designed so that no user
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can derive a benefit from such misrepresentation. In
cach of these cases, the information system’s goal,
which reflects the overall organizational goal, and the
user incentives are aligned.

The examples given in this paper were a first step
towards designing systems that are incentive aligned.
Empirical evidence of their effectiveness, however, is
lacking at present. We hope that this paper contributes
to at least the following:

e Increase awareness of user-incentive issues when
the information they provide is private and /or hard to
verify,

* Stimulate research into methods and procedures
that guarantee that the system’s goals and uscr incen-
tives are aligned so that the danger of information dis-
tortion is minimized.

Consideration of those issues will improve the quality
of decisions that are supported by information systems.
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